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INFLATED AND MODIFIED BIVARIATE
DISCRETE DISTRIBUTIONS

by
G. S. Lingappiah*

Summary

A bivariate distribution is considered in general, where (i,j)-th
count is misreported as (f,m)-th count, which leads to ‘“modifi-
cation” of size A (0 < A < 1). In this case, variance and covariance
are expressed in the form of inverted parabolas. In order to obtain
the asymptotic distribution of the maximum likelihood estimates,
terms of the variance-covariance matrix are provided for the
bivariate negative binomial case. Next, a bivariate “inflated” distri-
bution is considered where all the terms except (0,0) are inflated
by the quantity A (0 < A < 1). In this case, correlation is being
analysed and also the Bayesian estimates of the parameters are
obtained for the bivariate negative binomial.

Key Words: Inflation; Modification; Bivariate distribution; Baye-
sian estimates.

1. Introduction

Inflated and modified distributions have received much atten-
tion recently. Singh [14] and Singh [16] consider inflated binom-
ial and Poisson distributions respectively. Sobic and Szynal [17]
give the distribution of the sum of independent variables from the
inflated binomial distribution. Lauchenbruch [4] considers the
inflated negative binomial distribution. Lingappaiah [5, 6] deals
with the inflated double binomial and generalised Poison distri-
butions and discusses the variance in each case in detail with
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graphical” displays and the estimation of the parameters is also °

discussed. Lingappaiah and Patel [9] deal with the inflated distri-
bution of the general type. In this paper, on the above lines,
bivariate distribution is considered in general in which each term
except (0,0) is inflated by a quantity A (0 < X < 1). Correlation in
this inflated case is expressed in terms of A and the correlation in
the simple (non-inflated) case.

Further the Bayesian estimates of the parameters in the case
of bivariate negative binomial are estimated. Next, another situa-
tion is considered by many of the works in the reference and this
deals with that of “modification’ where some count or counts are
misreported. Cohen [1, 2, 3] deals with such a situation in bi-
nomial and Poisson cases. Parikh and Shah [11] consider the same
problem as related to power series distribution. Lingappaiah [7, 8]
generalises the above situations to a case where one set of counts
are misreported as another set of counts or where a set of counts
are misreported as a single count and many other similar possibi-
lities. In this note, bivariate modified distribution is considered
where a single count (i,j) is misreported as.the count (2,m). The
variance and covariances are expressed as parabolic functions. The
elements of the variance-covariance matrix are given to evaluate the
asymptotic distributions of the estimates of the parameters in the
case- of bivariate negative binomial distribution.

2. Bivariate Modified distribution

Suppose count (ij) is misreported as the count (/,m), then the
modified distribution can be written as

Py + NPy, ifx=4y=j
Pix, ) = (INP,, ifx=20y=m o
Prt iftr;#]i,fgl

where 0 SA<1and Py = P(x =i, y =J) and similarly Py, and P,;.
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From (1), we have

By = m, + al\Py,
By = my + alPyy
By = my, + b\Pyy, (2a)

and

Mo = myy + (\Pym) (12 — 22)

Hy,= my, + (WPym) (2 — m?) - (2b)

where m, , u, are E(x) for the simple (non-modified) and modified
distributions respectively. Similarly m, and w,. p', and my, are
E(x2) for the modified and the simple cases. #'2y , My, are the
same quantities foryanda=( — £),b=( —m). If \=01in (1), we
- have the simple distribution.

2(a): Variances and Covariances

Now from (2a) and (2b) it follows that

03 sy = 02 + (NaBym) (i +9) — 2\amyPom — Na?P},,  (3a)
where a(z)(x), 02 are the variances for the modified and simple
cases respectively and if z = 6, —02, we can write (3a) in the
form of an. inverted parabola as

G+-2m, - G +)-2m, |2
l%______j___Z) ——aPQm )\—.—Qa-f:;_ (3b)

This parabola is truncated at right at Z = (aP,,,) [( + &) — 2m, —
aPy,, 1 which is the value of Z at A = 1. Sometimes (3b) gives most
. of the parabola in the region 0 < A< 1 and sometimes a very small .
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part of parabola in this region depending on a and Py, and the
location of the vortex of the parabola. Now from (1) again, we have

Mxy = My, + NijPy,, — N\mPF,,, “4)

where pyy, my, are E(xy) for the modified and simple distribu-
tions respectively. From (2a) and (4), we get

Oo(xy) = Oxy + O‘Pﬁm) [(l] — 8m) — (bmy + amy) — MabPyy, ] (42)

with 0g(xy)> Oxp> the covasiances for he modified and simple
cases. Again (4a) can be expressed as an inverted parabola in A as

U @ij — &m) — (am,, + bmy) ?
4ab

T _ 2
= — abP%, |:>\ _ W szibP("my M bqu -5
Lm

with U = 0¢y) —0,. This parabola is again truncated in its right
arm at U = (B, ) [(G — m) — (am;, + bmy) — ab] which is the
value of U when N = 1. Again, as before, we get most of the
parabola in the region 0 < A < 1 or only a part of it in this region
depending upon the values of a, b, P, and the location of the
vortex of this parabola.

2(b): Asymptotic distributions: Now from (1) we have the like-
lihood function as

L= (P + o) i[(1 = NPy ]™m 1 1L By (6)

t4iQt#jm
from which we get
nyPQm

0 n
Dy, = —logl = - _am @)
Yo Pj + NPy 1-A
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which gives with D, =0,

s - _MyPam—nomPy (7a)
Pom (nj + ngm )

Now consider the bivariate negative binomial distribution given by

_ Pk+x+y)
flx,y) = Tyl

0<6;< 1,i=1,2,;0<K<e0,0, +0,<1,x,y=0,1,2,..

0% 6% (1 —6; —6) (8)

From (6) and (8), we get

9 0
2 [p. P,
D - 3 log L = nl} aol [}:l +)‘P9m] N aal ( Qm)
T 8 P+ ARy, T Py
(L) p
t
+2 Zn, N0/ " )
’ P,
where 2 2is 2 Z . Now for the case (8), we have
rel L t+jm
0 i k
Py =(— — =} Py 9
26, <e1 A) i (9a)
Using (9a) in (9), we get
' Py + NPy 2 nk (rnpe)
Doy [T—rm;—* my A tEE g, U0
Further Dy; = O implies
E’ "+M’Z"’} En—m)— 2 (g + T Trmy]. (1)
i s =— (n—ny) — — rny].
njj Py + Pom ) n if. 5, om re ‘
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From (9a) and (11) we get

n,-, iP,'j + )"QPQm_l nk 1

= — - = [& +2 X 12

6, [Pij"')\PQm _, A 01 [2nQm my] 12)
2

Using (7) in Df\ a logL , we get

D} = "m (f'szm * ni;.> (13)

Ry (1 - )\)2

Using (7), (11) and (12), we get

2 = —gz— A=!'__l 1 nQm
Do, (axael l°g9 l_(l— ;”:el igm + o @+ ZZ 17)

k nn
-7 Tf’{l : (14)
Similarly, we haye using (10), (11) and (12)
2 _ 02 _ n,, i2P,']'+M2PQm
Dol = —Taol logL < > [ Py + NPom
Sl mk _ L g, 425 m)| 2 (15)
L4 6 | |

DMz’ D52 are very similar in forms to those:of D,cgl and D3

From these quantities, elements of the variance-covariance matnx
can be found and the asymptotic distributions of A, 01 and 02 can be
evaluated. :

3. Bivariate inflated distribution

Now consider the situation where there is more concentration
of probability at (0, 0) while all other terms are inflated by a
quantity A (0 < A < 1). In such a case, density function can be
written as



INFLATED AND MODIFIED BIVARIATE. .. 7

1—\ + APy, if x=0,y=0

. (16)
P (x,y) = N\Pyy,if x#0, y#0

as before P;; = P(x =i, y =j). From (16), we.get
te = Ny, 02,0 = o2 +X (1 = N)m2 (7

where u,, my, are E(x) for the inflated and the simple (non-inflated)
distributions respectively and similarly o2 ) and 02 are the variances
for the inflated and the simple cases. u,, m,,, qg( ' and o2 are for the
variable y. For the case of bivariate negative binomial given by (8),we
have for 0, = 4,0, =.2, k=2, (m,/0,)2 = k6, /(1 —60,) = 1 and

@ -1 = - 1)? wherey =02 /o2 (18a)

which is an inverted parabola. Similarly for 6, = .5,6, = .4,,k=2,
we get

[y - (16/15)] = —(5/3) [\ - (4/5)]>. (18b)
Expression (18b) is aiso an inverted parabola and we have more of
the parabola (18b) in the region (0 < A < 1) than that of (18a). This
is shown in the table below giving the values of y in (18a) and (18b)

Table |

" Valuesof y from {I8_a} and (18b)

A 01=2.4,0,=2.2,k=2 0)=.56y=.4 k=2
0 0 0
R 19 .2500
2 .36 4667
3 51 6500
4 .64 .8000
.5 75 9167
.6 84 1.0000
N 91 1.0500
8 .96 1.0667
9 99 1.0500
1.0 1.00 1.0000
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Again from (16), we get uy, = )\mxy and
Ooxy) = NOxy ¥ M1 —N) mym, (19)

where 0¢(xy) , Oxy are the covariances for the inflated and the simple
cases and fyy, My, are E(xy)for the inflated and the simple
distributions respectively. From (17) and (19), we get

r+ (1 —Nab
[1 +(1 = Na?]12 [1+(1 - Mp2]1/2

1y = (20)

where rg, r are the correlations for the inflated and the simple. cases
respectively and a = my /o, and b = m, /o, . Expression (20) can be
written as

A1 =N2+B(1-)) +C=0 Q2n

with A =a2b2(1 —rd)

B = 2rab —r3(a® + b?) (22)

r2 —r2

C —rg

and A = B2 — 4AC can be again expressed as a parabola in 7 as
A=A r2+B,r+C; (23)
where A, = 4a’b2r
By = 4rfap(a2+b?)
Cy =r§@2-b2)? +4rda2b? (24)
ifry = then A = [2abr — (a2 +b2)]%2 (25a)
andifrg # 1, a=b, then

A=4g* (1 -r)? (250)
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3a: Bayesian estimates

From (16), we get with a sample size n, the likelihood
function as

L= (=2 2P P0 Ty P 26)

with 'E % ny; = n and ny, is at (0,0). Now consider the bivariate ne-

gative binomial given by (8), for which Py = Ak = (1 — 6, — 0,)k
Taking the priors for 8,, §, and A as

f01,03,0\) = g(0y,0)h ()= [TIe-1(1 —A\p-16¢1- 192 1,A0“3v'

27

where T = I'(@)/T'(a, )'(a,)T'(a3)B(u, v) with a =a; +a, +a;. Then
from (26) and (27) we can write

noo
L(x,y:601,6, Nf01,0,,0) = i’o (1 —Ne -1 - 1(Q)r- 700
f:

<’;oo>. 6:=1 641 49" [T] (28)
where
¢ =ngg +v—t e=Zinta, = k(ttn-—ny)ta
d = n—ngytutt, f= ;Jjn_,+a2,

0] I:II IT [T(k+i+)/T(k)i! i!]"i‘i‘] .

i#0 j#0

From (28), we get the Bayesian estimate of \ as
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a n 0 . 0 - ) : |
EQN) = £ Bd+1,¢) ”oto A"g / Y Bd c)A"g "?o 30)
t=0 t=0

and similarly the estimate of 8, as

2 VO -V () @@ +7+g+1)
700

= M1 =N]! ("oo) T(r)/T(e +f+q)
t=0 . ¢ . :

E@) = @3

Suppose, we have n =4,nyy =2, u=v=a; =a, =a; =2,k =2,
6, =.2,0,= 4, then we get from (30)

EQ) = 54938 | o o (32)

and suppose ng; = 1, nyg = 1, n= 4 ngy = 1 and for the value of
E()\) in (32) we get from (31), E(01) = 23214
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